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Problem

Code: https://github.com/hwanheelee1993/UMIC

Contributions

• We introduce a new metric UMIC, an 
Unreferenced Metric for Image Captioning
which does not require reference captions to 
evaluate image captions based on Vision-and-
Language BERT

• We observe critical problems of the previous 
benchmark dataset (i.e., human annotations) on 
image captioning metric, and introduce a new 
collection of human annotations, CapEval1k,
on the generated captions

• We validate UMIC on four datasets, including our 
new dataset, and show that UMIC has a higher 
correlation than most of the previous metrics 
that require multiple references.

Comparison with Existing Metrics

• We show that although UMIC does not utilize any reference 
captions, UMIC outperforms most of the baseline metrics 
in all of the datasets that depend on multiple references.

Example

Generating Negative Captions

Training UMIC

• The metric score for a given candidate caption 
varies significantly depending on the reference type 
due to the diverse nature of image captions.

• Reference-based metrics usually require multiple 
references, which are difficult to obtain, to get 
meaningful score.

• We fine-tune UNITER via contrastive learning, where 
the model is trained to compare and discriminate the 
ground-truth captions and diverse synthetic negative 
samples as follows.

• We prepare the negative captions that can represent 
most of the undesirable cases in captioning, such as 
relevant but have wrong keyword, irrelevant to the image, 
grammatically incorrect.

1) Substituting Keywords: substitute 30% of the words(verb, 
adjective, noun) in the reference captions

2) Random Captions: sample captions from other images 
utilize the captions of the images similar to the given images

3) Repetition & Removal : repeat or remove some words in the 
reference captions with a probability of 30%

4) Word Order Permutation: changing the word order of the 
reference captions
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