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• The metric score for a given candidate caption varies significantly depending on the 
reference type due to the diverse nature of image captions.

• Reference-based metrics usually require multiple references, which are difficult to 
obtain, to get meaningful score.

Difficulty of Image Caption Evaluation

(Average of 5 people)



Reference-less Metrics

• Humans do not require reference catpions when evaluating the captions.

• We can simply argue that the candidate caption is wrong (only one dog in the picture)

(Average of 5 people)



Overall Training Procedure of UMIC

• We fine-tune UNITER via contrastive learning, where the model is trained 
to compare and discriminate the ground-truth captions and diverse synthetic 
negative samples like the example.



Overall Training Procedure of UMIC

𝐼𝐼 : Image
𝑥𝑥 : Positive caption
�𝑥𝑥 : Negative caption
𝑆𝑆𝑥𝑥: Score of positive caption
𝑆𝑆�𝑥𝑥: Score of negative caption



Generating Negative Captions

• We prepare the negative captions that can represent most of the 
undesirable cases in captioning, such as relevant but have wrong keyword, 
irrelevant to the image, grammatically incorrect.

1)Substituting Keywords: substitute 30% of the words(verb, adjective, noun) in 
the reference captions

2)Random Captions: sample captions from other images utilize the captions of 
the images similar to the given images

3)Repetition & Removal : repeat or remove some words in the reference 
captions with a probability of 30%

4)Word Order Permutation: changing the word order of the reference captions



Generating Negative Captions

• We prepare the negative captions that can represent most of the 
undesirable cases in captioning, such as relevant but have wrong keyword, 
irrelevant to the image, grammatically incorrect.



Problems in Previous Benchmark Datasets

• When evaluating the metric’s performance, it is required to compare the correlations 
between human judgments and the metric’s evaluation score for given datasets.

• We investigate the human judgments in Flickr8k and Composite, and visualize the 
distributions of judgment scores for two popular datasets, Flickr8k and Composite, 
and find several problems.



Problems in Previous Benchmark Datasets

Flickr8k
• Most of the scores are less than 0.2 since 

the candidate captions were sampled by 
an image retrieval system from a reference 
caption pool, not model-generated 
captions. In other words, most captions are 
not related to images and differ 
significantly from the model-generated 
captions.

Composite
• Most of the scores are placed near 0 or 1. 
• Captions for this dataset were generated 

by the old model



CapEval1k: Introducing New Benchmark Dataset

• We introduce a new dataset CapEval1k, which is 
composed of human judgments for the model-
generated captions from four recently proposed 
models.

• We ask each annotator to evaluate the captions by 
considering three dimensions: fluency, relevance, 
descriptiveness and assign overall score.

• CapEval1k contains the annotators’ comprehensive 
judgment across multiple dimensions in evaluating 
the quality of the generated captions, so we can see 
that the score distribution score is not concentrated 
in a particular area.



CapEval1k: Instructions to Workers

<Annotation Interface>

<Full Guideline>



Experimental Results

Flickr8k, Composite, CapEval1k: 
Kendall Correlation Coefficient

PASCAL50s:
Accuracy of matches between 
human judgments for comparing 
two candidate captions

𝑈𝑈𝑈𝑈𝐼𝐼𝑈𝑈−𝑐𝑐: UMIC without contrastive 
learning(i.e. UNITER)

• We show that although UMIC does not utilize any reference captions, UMIC 
outperforms most of the baseline metrics in all of the datasets that depend on 
multiple references.



Example
• Case1 – Good Case: UMIC 

detects the wrong keyword “three” 
in the candidate caption and give
lower score.

• Case2 - Error Case: UMIC could 
not recognize the important object 
like the “baseball bat” and UMIC 
outputs very low score compared 
to human judgment.



Closing Remarks

• We propose UMIC, an unreferened metric that does not require any reference 
captions for image captioning task through contrastive learning to UNITER.

• We propose a new benchmark dataset for image captioning that relieve the 
issues(e.g. biased distributions) in previous datasets.

• Experimental results on four benchmark datasets, including our new dataset, show 
that UMIC outperforms most of the previous metrics that require multiple references.

Code: https://github.com/hwanheelee1993/UMIC
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