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Contributions
• We propose KPQA metric, an importance 

weighting based evaluation metric for GenQA.
• We collect high-quality human judgments of 

correctness for the model generated answers on 
MS-MARCO and AVSD, where those two GenQA 
datasets aim to generate sentence-level answers.

• We show that our proposed metric has a 
dramatically higher correlation with human 
judgments than the previous metrics for these 
datasets.

• We verify the robustness of our metric in various 
aspects such as question type and domain effect

Methodology Experiments

Comparison with Existing Metrics

• KPQA(Keyphrase Predictor for Question Answering) 
classifies whether each word in the answer sentences is 
in the answer span for a given question. 

• We use the output probability of KPQA, 
KPW(KeyPhrase Weights) as an importance weight.

• Observe a significantly higher correlation score for our 
proposed KPQA-metric compared to existing metrics on all 
benchmark datasets.

Weight Visualization

• Compared to other imporatance weighting method IDF, 
our KPQA integrated metric assigns dynamic weights to 
words in the answer sentence using the context of the 
question. 

KPQA

KPQA-metric

• Widely used n-gram similarity metrics does not 
align with human judgments of correctness in 
evaluating generative question answering(GenQA) 
systems.

• Importance weights are computed by pre-trained KPQA 
for each question-answer pair. 

• Then, these weights are integrated into existing 
metrics such as BLEU, ROUGE and BERTScore to 
compute weighted similarity.
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