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Task
• We develop a factual consistency checking model for 

abstractive summaries.

• We generate synthetic inconsistent summaries and train 
a classifier to distinguish them with the reference 
summaries.

Motivation

Experimental Results

Our Contributions

• We propose a novel negative summary generation method 
for training factual consistency classifiers for abstractive 
summaries.

• We show the efficacy of our method on seven benchmark 
datasets using classification performance and correlation 
with human judgment.

• We analyze the characteristics, such as affinity and 
diversity, of the negative summaries generated using our 
method.

Mask-and-Fill with Masked Article

Scientists in the us 
have developed a stem 
cell therapy for killing 
normal cells. 

Scientists from harvard medical 
school have discovered a way of 
turning stem cells into killing 
machines to fight brain cancer.,…

Factuality Score: 0.1      Factually Inconsistent 

Source Article Generated Summary

England started their qualifying 
campaign for the 2016 European 
Championships in the perfect 
manner with a 2-0 victory (…)

England started their qualifying 
campaign for <mask> in <mask> 
with <mask> (…)

Masking 𝛾𝛾𝐴𝐴

England won 2-0 against 
Switzerland at St Jakob-
Park on Monday night . 
(…)

<mask> won 2 - 0 
against <mask> at 
<mask> on <mask> . (…)

Masking 𝛾𝛾𝑆𝑆

Switzerland won 2-0 
against England at Old 
Traford on Saturday. (…)

Summarizer
(BART)

Original Article  𝐴𝐴

Masked Article 𝐴𝐴𝛾𝛾𝐴𝐴

Original Summary  𝑆𝑆

Masked Summary 𝑆𝑆𝛾𝛾𝑆𝑆

Negative Summary 𝑆𝑆𝐼𝐼
England won 2-0 against 
Switzerland at St Jakob-
Park on Monday night . (…)

Original Summary  𝑆𝑆

• Our proposed method outperforms the previous methods 
on 5 of 7 benchmarks (macro-F1).

• We find that too high masking ratio decreases performance 
by sacrificing affinity. On the other hand, too lower masking 
ratio leads to generate consistent summaries and degrades 
the performance.

• Simply replacing keywords in the reference summaries 
using the pre-trained language models results in negative 
summaries that significantly diverge from the source texts.

Training Inference
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