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Article: Scientists from harvard medical school have discovered a way of turning stem cells into 
killing machines to fight brain cancer. In experiments on mice, the stem cells were genetically  
engineered to (…)

Reference Summary: Scientists in the us have developed a stem cell therapy for brain tumours.

Summary 1: Scientists in the us have developed a stem cell therapy for killing normal cells. 

Summary 2: Scientists from harvard have discovered a new therapy for tumours in the brain.

Factual Consistency Evaluation for Abstractive Summaries
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• Factual consistency: whether the generated content is factually consistent
with the source. (i.e. article)

• Although the generated text is fluent, if there is a minor factual error, the 
summary is totally wrong.

Factuality: inconsistent BLEU-4: 0.758   ROUGE-L: 0.820

Factuality: consistent BLEU-4: 0.000   ROUGE-L: 0.462

We cannot trust BLEU, ROUGE!



Research Goal
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• Developing a factual consistency checking system for abstractive 
summaries that focuses on “factual consistency” with the source 

Scientists in the us have developed 
a stem cell therapy for killing 
normal cells. 

Scientists from harvard medical school have 
discovered a way of turning stem cells into killing 
machines to fight brain cancer.,…

Factuality Score: 0.1 (Factually Inconsistent) 
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Previous Works: Weakly Supervised – 1) FactCC

Kryściński  et al., Evaluating the Factual Consistency of Abstractive Text Summarization, EMNLP 2020

• Corrupting reference summary using rule-based substitution to generate 
inconsistent summaries
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Previous Works: Weakly Supervised – 2) DocNLI

DocNLI: A Large-scale Dataset for Document-level Natural Language Inference, Findings of ACL 2021

• Corrupting reference summary using Mask-and-Fill with pre-trained language models to 
generate inconsistent summaries.
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Limitation of Simple Substitution

Generated Inconsistent Summary
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Fill in the mask

• To easy to be discerned
• Irrelevant to article



Using Masked Article

Generated Inconsistent Summary
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Fill in the mask

• Relevant to article
• More natural, but still inconsistent



Proposed Method 1: Mask-and-Fill with Masked Article (MFMA)
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Goal: Generating inconsistent summary.
1) Masking keyphrases in both the summary and the article.
2) Filling the masks in the summary using the masked summary and the masked article. 



Proposed Method 2: Masked Summarization (MSM)
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Goal: Generating inconsistent summary.
1) Masking keyphrases in the summary.
2) Generating a summary using the masked summary. 



Experiments: Classification Accuracy
 Macro-F1 score and class-balanced accuracy of the human annotated factual 

consistency for the benchmark datasets based on CNN/DM and XSUM
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• Our proposed method outperforms the previous methods on 5 of 7 benchmarks.

 CNN/DM

 XSum



Experiments: Correlation with Human Judgments
 Summary level Pearson Correlation(r) and Spearman’s Correlation(ρ) between

various automatic metrics and human judgments of factual consistency for the
model generated summaries.

• We use the confidence of consistency label for entailment based metrics.
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• We show that our method has higher or competitive correlation with human
judgments than previous methods.



Experiments: Masked Ratio

• We experiment with each of the five combinations of article mask ratio and summary 
mask ratio, and then plot the interpolated results.

• We can infer that there is an optimal masking ratio combination.
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 Performance among Masked Ratio for Mask-and-Fill with Masked Article.



Closing Remarks
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• We proposed an effective generation method of factually inconsistent 
summaries, called MFMA (Mask-and-Fill with Masked Article).

• We masked some keyphrases of both the source text and corresponding reference
summaries, then let a summarization model generate plausible but factually 
inconsistent summaries by inferring the masked contents.

• Experiments on seven benchmark datasets demonstrated that factual consistency
classifiers trained using these inconsistent summaries generally outperformed
existing models in various benchmark datasets.

Code: https://github.com/hwanheelee1993/MFMA 


	Slide Number 1
	Factual Consistency Evaluation for Abstractive Summaries
	Research Goal
	Previous Works: Weakly Supervised – 1) FactCC
	Previous Works: Weakly Supervised  – 2) DocNLI
	Limitation of Simple Substitution
	Using Masked Article
	Proposed Method 1:  Mask-and-Fill with Masked Article (MFMA)
	Proposed Method 2: Masked Summarization (MSM)
	Experiments: Classification Accuracy
	Experiments: Correlation with Human Judgments
	Experiments: Masked Ratio
	Closing Remarks

